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Authors: Vandai Le, Xinran Li, Caoquyen Le, Honghu Zhou 

Paper Title: A Fuzzy Logic based Adaptive Control of TCSC for Power Oscillations Damping 

Abstract:    This paper presents an approach to the designing of a fuzzy logic-based adaptive Thyristor Controlled 

Series Capacitor (FLBA-TCSC) controller via minimum total energy function method to improve the power 

oscillation damping of a wide area power system control and enhance system stability. Within the new control 

strategy, using a combination of a Fuzzy logic control (FLC) and SCADA signal to establish control rules, which 

monitor TCSC operations with respect to various working conditions of the power system. The effectiveness of 

proposed approach has been validated through various simulation cases of the three phase faults at different locations 

of the Vietnamese power network. In order to verify the performance of the proposed control, the proposed controller 

is compressed with a traditional and none TCSC model. The simulation results show that the proposed control scheme 

improves the dynamic stability and provides the effective damping of generator angle oscillations and power ones. 

 

Keywords:   TCSC, energy function, angle oscillation, power oscillation, dynamic stability. 
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Authors: Anuja C. Tikole, Vikash V. Kamle, Shekhar J. Jadhav, Aditya S. More, Asmita Mali 

Paper Title: An Assembly of Discrimination Prevention Techniques in Data Mining 

Abstract:     Data mining is the extraction of implicit, previously unknown, and potentially useful information from 

available data. The idea is to make computer programs that come through databases automatically, seeking regularities 

or patterns. In data mining, the data is stored electronically and search is automated by computer. Data mining is about 

solving problems by analyzing data already present in databases. There are, however, negative social perceptions 

about data mining, among which unjustifiable access and potential discrimination. Discrimination consists of unfairly 

treating people on the basis of their belonging to a particular group. Automated data collection and data mining 

techniques such as classification rule mining gives the way to making automated decisions, for e.g., loan 

granting/denial, insurance premium computation, etc. If the training data sets are biased in what regards discriminatory 

(sensitive) attributes as  gender, race, religion, etc., discriminatory decisions may happen. Due to this, 

antidiscrimination techniques including discrimination discovery and prevention have been introduced in data mining 

.Discrimination is a presuppose privileges where provide to the each separate group for the safety of the data which is 

stored . Discrimination can be either direct or indirect. Direct discrimination finds  when decisions are made based on 

sensitive attributes. Indirect discrimination occurs when decisions are made based on non-sensitive attributes which 

are strongly correlated with biased sensitive ones. In this paper, proposed system covers discrimination prevention in 

data mining and propose new techniques applicable for direct and indirect discrimination prevention both at the same 

time.  

 

Keywords:    Data mining, Direct and  Indirect Discrimination prevention, Antidiscrimination. 
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Paper Title: Acoustic Comfort of Schools in Tropical Humid Climate 

Abstract:      This paper reports the investigation on acoustic comfort of school buildings in tropical warm humid 

climate. In this type of climate the intrusion of external noise into the classrooms along with cross ventilation is 

unavoidable. Studies have been carried in 30 secondary schools located in Kollam district of Kerala in India. The two 

important acoustic parameters viz., background noise and reverberation time which affect the acoustical comfort were 

measured on site, in the school environment and a few selected classrooms in all schools. The measured values were 

compared to the acoustical recommendations of Bureau of Indian standards. The acoustical study on one of the schools 

is presented in detail. The study reveals a strong need of improving the acoustical comforts in school environments 

and classrooms. The study also reveals that a simple treatment to the ceiling and walls could improve the acoustic 

comfort in classrooms. 

 

Keywords:     Acoustic comfort, background noise, reverberation, ambient noise level, sound insulation, tropical 

climate  
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Paper Title: Integrated Coastal Area Management 

Abstract:     An ICAM is regarded as a way to improve the quality of life of communities dependent on coastal area 

resource and maintain the ecosystem. The considerable efforts undertaken on all continents to carry out refine the 

concept of ICAM have resulted in its adoption as the key paradigm for the sustainable development of coastal areas. In 

this paper highlights the implementation of ICAM to develop the coastal areas both economical and environments. 

Here we discussed many problems, the coastal manager myth, and the positivist illusion. The results show the 

development of coastal area with the help of ICAM programs. 
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Keywords:      Quality in both economical and environmental aspects 
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Authors: Vyavahare M.D, Kataria S. S 

Paper Title: Library Management Using Real Time Face Recognition System 

Abstract:      This paper an automated system for human face recognition in a real time background world for a large 

homemade dataset of persons face. The task is very difficult as the real time background subtraction in an image is still 

a challenge. Addition to this there is a huge variation in human face image in terms of size, pose and expression. The 

system proposed collapses most of this variance. To detect real time human face Ada Boost with Haar cascade is used 

and a simple fast PCA and LDA is used to recognize the faces detected. The matched face is then used to mark 

attendance in the laboratory, in our case. This library management system is real time attendance system based on the 

human face recognition with a simple and fast algorithms and gaining a high accuracy rate. There two data base one is 

student data base and other is library data base system.  

 

Keywords:   PCA; Principal Component Analysis,2. Fast PCA;  Fast Principal Component Analysis,3. LDA; Linear 

Discriminant Analysis , 4.Ada Boost ;Adaptive boost ,5. GUI; Graphical user interface. 
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Authors: K. Kumar 

Paper Title: Printed Monopole Antenna Using Inductive Stub and Defected Ground Structure 

Abstract:    A new type of triple band antenna is proposed for wireless applications. The proposed structure printed 

on FR4 substrate with εr = 4.3, h = 1.6 mm and tan δ = 0.008. The size of the radiating element is 11.2 x 6.0 mm2. 

Both the triple band antenna and the feeding microstrip line are printed on the same substrate, leading to a fully planar 
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structure. The Defected Ground Structure is employed to enhance the bandwidth. The measured -10 dB return loss 

impedance bandwidth for the first band is about 4.0 - 4.5 GHz (11.76%) with a resonance mode excited at 4.2 GHz, 

for the second band is about 5.2 - 5.8 GHz (10.90%) with a resonance mode excited at 5.9 GHz and for the third band 

is about 6.2 - 7 GHz (12.12%) with a resonance mode excited at 6.5 GHz. The performances of the antenna with 

optimized parameters are characterized in terms of reflection coefficient, gain, and radiation pattern. 

 

Keywords:    monopole antenna; bandwidth; radiation pattern; return loss 
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Paper Title: 
Assessment of Decentralized Wastewater Treatment Systems for Sanitation of Small Communities 

using A Qualitative Approach Methodology: A Case Study from Northern India 

Abstract:     To date different technologies based wastewater treatments have been actualized at full scale level over 

the world; however the integral elements for the determination of most suitable treatment framework are still obscure. 

The present study is fervent to the investigation of 11 decentralized sewage treatment plants in Northern India using a 

qualitative approach methodology in which distinctive focus was paid to economic indicator of these plants. A total of 

eight technologies i.e. Package type (including Anaerobic , Anaerobic +Aerobic treatment and Anaerobic +Aerobic 

treatment ), and cluster type, i.e. Extended Aeration (EA), Moving bed Bio-film Reactor (MBBR), Sequencing Batch 

reactor (SBR), Membrane Bio reactor (MBR),Rotational Biological Contractor (RBC) were counted in this field 

review. As a component of the qualitative evaluation of these plants, land requirement, capital investments, operation 

and maintenance (O&M) costs and treatment efficiencies (in terms of BOD, COD, TSS removal) were selected as 

determining broader indicator in the cull of the felicitous wastewater treatment system in developing countries like 

India. An intensive field campaign was run and data obtained by conventional field visits + preset questionnaire 

format for analyzing results to gain insight into available technologies as per capacity wise classification of small scale 

plants. The study analyzed approximate cost of treatment in the range of 4.4 to 6.8 Rs/m3 (±15%) for On-site Package 

treatment plant and Rs (₹) 3.0 to 10.1 (±15 -20%) for Cluster Type (< 5.0 MLD) as per design flow, Land usage for 

package type @ 4.0 to 40 m2 (±20%), 220.0 to 7630.3 m2 (±20%) for cluster type, Capital investment @ ₹ 82.5 to 

833.3 (±20%) Lacs/MLD for Package type and for cluster type @ 80.4 to 528.6 (±20%) Lacs/MLD; Specific power 

consumption @ < 0.7 (±10%) KW-h/m3 for design flow and 0.15 to 1.76 (±10%) KW-h/m3 for Actual Flow, 

technical performance was pragmatic with % BOD removal @ 65 to 98%, % COD removal 66 to 98 % and % TSS 

removal 65 to 97 % .These results give a test and an opportunity for the research community and market leader to 

choose a suitable option of similar regions. The results of this study allow users and engineer to choose the treatment 

system according to their resources available viz. –a- viz. requirement. 
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Paper Title: 
DWT, DKT and DCT Based Hybrid Transform Implimentation for Lossless Compression of RGB 

Color Image 

Abstract:      High quality color image obliged expansive measure of space to store and extensive data transmission 

to transmit it. Because of impediments in data transfer capacity and away space, it is primary prerequisite to layers 

computerized color image. To meet this, various picture pressure procedures are created in last a few years. This 
40-45 



research paper presents a peculiar Hybrid Wavelet Transform technique for Image compression using three orthogonal 

transforms. The concept of hybrid wavelet transform is to combine the attributes of two or more different orthogonal 

transform wavelet to attain the vitality of multiple transform wavelet. Proposed approach is to generate hybrid wavelet 

transform with three orthogonal transform using together which are Discrete Cosine transform, Discrete Wavelet 

transform and Discrete Kekre Transform. These all are lossy compression techniques. On several image simulation has 

been carried out. The experimental result has shown that hybrid transform wavelet performance is best as compared to 

transform wavelets. Here the hybrid of DWT, DCT and DKT provides the best result amongst the individual 

mentioned transforms. 

 

Keywords: Image compression; Hybrid Wavelet Transform; Discrete Wavelet Transform; DWT; Discrete Cosine 

Transform; DCT; Discrete Kekre Transform; DKT 
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Authors: Aparna Gale, S.S.Salankar 

Paper Title: 
Performance Analysis on Iris Feature Extraction Using PCA, Haar Transform and Block Sum 

Algorithm 

Abstract:       Iris recognition is the most accurate biometrics which has received increasing attention in departments 

which require high security. In this paper, we make a Comparative study of performance of image transforms using 

Haar transform, Principle of Component Analysis (PCA), Block sum algorithm technique for iris verification.  to 

extract features on specific portion of the iris for improving the performance of an iris recognition system. The main 

aim of this paper is to show that how can we get better overall accuracy than the existing methods of feature extraction 

of iris recognition system. The proposed methods are evaluated by combining Haar transform and block sum 

algorithm based upon False Rejection Rate (FRR) and False Acceptance Rate (FAR) and the experimental results 

show that this technique produces good performance on CASIA VI iris database. 
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10. 

Authors: T. Sivackani 

Paper Title: DC-DC Boost and Buck/Boot Converter with Electrolyser and Fuel Cell 

Abstract:   Now a day’s Electrical energy is the most important and powerful one used as large energy level. Fuel cell 

energy is used as alternate and non harmful energy source used in many applications. For this generation an 

Electrolyser is used to produce hydrogen through Electrolysis. Due to this Electrolysis H2 gas is produced and stored. 

This H2 gas is send to fuel cell and produce electricity whenever it is needed. This electrolyser is connected to an DC 

bus via a DC-DC boost converter.This boost converter give a constant voltage to Electrolyser even if there is any 

variation in DC bus voltage. A  Buck/Boost converter is used in between fuel cell and DC bus.This will Boost when 

the bus voltage is reduced and Buck the voltage if the bus votage is high.This type generation will not produce any 

harmful gases and hazard’s  
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Paper Title: Image Encryption Using Reversible Data Hiding by Reserving Room before Encryption 

Abstract:    This work proposes a novel scheme for reversible data hiding in encrypted images reserving room before 

encryption. In the first phase, a content owner performs the image partition and creates space for data accommodation 

and then encrypts the image using an encryption key. Then, a data-hider accommodates the data inside the image and 

hide it using data-hiding key to encrypt it. With an encrypted image containing additional data, if a receiver has the 

data-hiding key, he can extract the additional data though he does not know the image content. If the receiver has the 

encryption key, he can decrypt the received data to obtain an image similar to the original one, but cannot extract the 

additional data. If the receiver has both the data-hiding key and the encryption key, he can extract the additional data 

and recover the original content. The rapid development of data transfer through internet made it easier to send the 

data accurate and faster to the destination. There are many transmission media to transfer the data to destination like e-

mails; at the same time it is may be easier to modify and misuse the valuable information through hacking. So, in order 

to transfer the data securely to the destination without any modifications, there are many approaches like cryptography 

and steganography. This project deals with the image steganography as well as with the different security issues, 

general overview of cryptography approaches and about the different steganography algorithms like Least Significant 

Bit (LSB) algorithm and blow fish algorithms. It also compares those algorithms in means of speed, accuracy and 

security. 

 

Keywords: encrypted image containing additional data, data-hiding key, modifications, cryptography and 

steganography, Least Significant Bit (LSB) algorithm. . 
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Paper Title: A Hybrid Approach to Compress Still Images using Wavelets and Vector Quantization 

Abstract:     This paper presents a hybrid technique for compression using Wavelet and Vector Quantization (VQ). 

Wavelet is a technique for representing the image into various degrees of resolution. The input image of size 256 *256 

pixels is divided into 4 sub-bands named LL, HL, LH, HH by applying Discrete Wavelet Transform. Vector 

Quantization is then applied for the lower sub band (LL). The size of lower sub-band is 128*128 pixels. VQ is a lossy 

image compression technique used to have improved coding efficiency. In the proposed study, the different types of 

wavelets such as Haar Wavelet, Coiflet Wavelet, Symlet Wavelet, Daubechies Wavelet and Bioorthogonal Wavelet 

are applied to the input images and the respective lower bands are then subjected to Vector Quantization in the 

Encoding process. The compressed image is then transmitted or stored in the form of Codebook and the Index Map, 

which are the outcomes of VQ. In the decoding phase, an image of size 128 x 128 pixels is reconstructed from the 

stored/transmitted Codebook and Index map. The reconstructed image is then subjected to Inverse DWT to get an 

output image of size 256 x 256 pixels. Standard images such as Lena, Baboon, Boats, Bridge and Cameraman are used 

to test the performance of the proposed method. With all the wavelets, the proposed technique leads to better 

compression ratio without losing the visual effect.  
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Paper Title: GPU based Cloth Simulation for Real Time Interaction using Multiple Haptic Interfaces 

Abstract:      In this paper we propose a solution to the simulation of a real time deformable cloth for haptic 

interaction. The simulated environment consists of a deformable cloth, corners of which can be attached to a number 

of independent haptic devices through a client server mechanism. The users can feel the tensile force which is acting 

on the cloth due to its own weight through the haptic interface. A ball with a known mass is also rolled over the 

simulated cloth so as to effect an external force variation on the cloth. The cloth is modeled using a sufficiently dense 

mass spring model. A Graphic Processing Unit (GPU) is used at the server to speed up computation of cloth motion to 

make the computation time comparable with the haptic updation time of 1ms. We also use the environment as a 

possible gaming platform with several players interacting asynchronously using their respective haptics devices. 

 

Keywords:   Haptic rendering, Deformable object, GPU computation, CUDA, Parallelization.  
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Authors: Rittu Angu, R. K. Mehta 

Paper Title: Robust Stabilization of Single Area LFC Loop through Extended State Observer 

Abstract:       An Extended State Observer (ESO) based design approach has been presented for a Load Frequency 

Control (LFC) loop of a single area. The design approach utilizes the full state feedback as well as an estimated signal 

for parameter uncertainty and disturbances due to load demand changes to form the control law. The ESO-based 

design approach is capable of estimating state as well as disturbances together in order to compensate system in 

presence of parameter uncertainty and disturbances due to load demand changes. The proposed design methodology 

achieves performance satisfying the specified stability margins.  The methodology  provides  a control over peak  

values  of the frequency and control signal deviations which  may  be utilized  to  meet hardware  constraints. An 

illustrative example illustrates the effectiveness of the developed methodology.   
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Authors: Irshad Ahmed, Imran Iqbal 

Paper Title: Benchmarking of Buildings for Energy   Consumption in Pakistan 

Abstract:    Pakistan suffers a continuous energy crisis and needs all out efforts to overcome this problem. The use of 

locally available renewable energy and energy conservation offers a viable solution to the energy crisis. As Pakistan 

consumes 50% of its primary energy in the building sector, and therefore, offers a huge potential for energy saving. 

This study estimates the energy consumption in buildings as a function of heating and cooling degree days for all 

climate zones of the country. Both components (weather independent and dependent) of the energy used in buildings 

are calculated using EnergyPlus software. Energy consumption is estimated both for conventional buildings and 

buildings built approximating Building Energy Code of Pakistan (BECP). The results show a huge reduction in energy 

consumption in BECP buildings. The paper also demonstrates how to calculate energy consumption in houses in all 

zones of Pakistan.    
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Paper Title: Hydrogen Fuel Cell Vehicles and Hydrogen Storage Techniques 

Abstract:     - At the present day, Hydrogen is an especially attractive transportation fuel. It is the least polluting fuel 

available, and can be produced anywhere there is water and a clean source of electricity. A fuel cycle in which 

hydrogen is produced by solar-electrolysis of water, or by gasification of renewably grown biomass, and then used in a 

fuel-cell powered electric-motor vehicle (FCEV), would produce little or no local, regional, or global pollution. 

Hydrogen FCEVs would combine the best features of battery-powered electric vehicles (BPEVs) -- zero emissions, 

high efficiency, quiet operation and long life -- with the long range and fast refuelling time of internal-combustion-

engine vehicles (ICEVs). If fuel-cell technology develops as hoped, then hydrogen FCEVs will be a significant 

advance over both hydrogen ICEVs and solar BPEVs: they will be cleaner and more efficient than hydrogen ICEVs, 

have a much shorter refuelling time than BPEVs, and have a lower lifecycle cost than both. Solar-hydrogen fuel-cell 

vehicles would be general-purpose zero-emission vehicles, and could be an important component of strategy for 

reducing dependence on imported oil, mitigating global warming, and improving urban air quality, at an acceptable 

cost. The only problem behind this technology is storage of hydrogen in on-board Vehicles. 
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Authors: D. Venugopal, A. Jayalaxmi 

Paper Title: Optimal Location of Thyristor Controlled Series Capacitor Using Bat Algorithm 

Abstract:  This paper proposes optimal location of FACTS devices in power system using Evolutionary algorithms. 

The location of FACTS controllers, their type and rated values are optimized simultaneously by using the proposed 

Algorithm. From the FACTS devices family, series device Thyristor controlled series capacitor (TCSC) is considered. 

The proposed BAT algorithm is a very effective method for the optimal choice and placement of TCSC device to 

improve the performance of power systems. The proposed algorithm has been applied to IEEE 30 bus system.  
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18. 

Authors: Gowher Mushtaq, Shashank Singh, Neeraj Kumar Tiwari 

Paper Title: 
To Study the Energy Efficient Deportments of Existing Attributes for Next Generation Network 

Infrastructures 

Abstract:   The Survey on energy-efficient Green networking has begun to spread in the past few years, gaining 

increasing popularity.  With the rapid development of new and innovative applications for mobile devices like 

smartphones, approaches in battery technology have not retained momentum with promptly arising energy utilization 

demands. Thus energy utilization has becomes one of the major and fundamental issue for smartphone devices. In 

order meet the demanding s of saving energy, it is analytical to study and survey the energy utilization of applications 

on smartphones. In this study we will try to survey the energy efficient networking to find out and study existing 

smartphone attributes for the next generation network infrastructures. 
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Paper Title: 
Evaluation of Engine Performance and Emissions of a Twin Cylinder Diesel Engine Fuelled with 

Biodiesel and Ethanol Blends 

Abstract:    A comprehensive study on the fuel mixture containing ethanol and bio-diesel as an alternative fuel has 

been carried out. This report deals with the exhaust emission of bio-diesel on twin cylinder diesel engine. The 

objectives of this report are to analyse the fuel consumption and the emission characteristic of a twin cylinder diesel 

engine that are using bio-diesel obtained from Jetropha plant seeds compared to usage of ordinary diesel that are 

available in the market. This report describes the setups and the procedures for the experiment which is to analyse the 

emission characteristics and fuel consumption of diesel engine due to usage of the both fuels. Detail studies about the 

experimental setup and components have been done before the experiment started. Data that are required for the 

analysis is observed from the experiments. Calculations and analysis have been done after all the required data needed 
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for the thesis is obtained. The experiment used diesel engine with no load conditions. A four stroke Twin cylinder 

diesel engine was adopted to study the brake thermal efficiency, brake specific energy consumption, mechanical 

efficiency, brake power, volumetric efficiency, indicated thermal efficiency and emissions at full load with the fuel of 

fraction ethanol in bio-diesel. In this study, the diesel engine was tested using ethanol blended with bio-diesel at 

certain mixing ratios of (B:E)- 75:25, 70:30 ethanol to bio-diesel respectively with the addition of diesel additive 

available in the store for trouble free starting. By the end of the report, the successful of the project have been started 

which is Kirloskar engine is able to run with bio-diesel blend but the engine needs to run by using diesel fuel first, then  

followed by bio-diesel blend and finished with diesel fuel as the last fuel usage before the engine turned off. The 

performance of the engine using blended fuel compared to the performance of engine with diesel fuel. Experimental 

results of blended fuel and diesel fuel are also compared. 
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Paper Title: A Novel Micro Strip Fractal Fork Antenna for Digital Broadcasting Applications 

Abstract:     The design of a novel microstrip fractal fork antenna with parasitic patch and double substrate layers for 

Broad Casting applications has been proposed. The proposed antenna can be used in military satellite communications, 

weather monitoring, air traffic control, terrestrial broadband, and amateur radio. The antenna’s dimensions are 

40mm*40mm*2.3mm. The antenna has shown a return loss of -50.89dB at 9.54GHz. Far field pattern is calculated at 

9.54GHz. The entire simulation is done using CST Microwave Studio. 

 

Keywords:    Antenna, Broad Casting applications, far field pattern, fork, fractal, micro strip and return loss.  
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Paper Title: Study on Triple-Band Fork Shaped Microstrip Antenna 

Abstract:      In this paper, new Fork shaped microstrip patch antenna is designed to be operated in X-band and is 

used in applications like radar and in satellite communications. The dimensions of the ground plane, substrate and 

patch are (40 x 40) mm, (40 x 40) mm and (20 x 20) mm respectively. Copper annealed is used as the ground plane 

and also as the patch, the substrate is FR4 (lossy) material. The proposed antenna has the return loss of -34.064083dB, 

-27.912185dB and -24.539951dB at the operating frequencies of 11.352GHz, 10.04GHZ and 8.4682GHzrespectively. 

The directivities of the proposed antenna are 9.227dBi, 8.802dBi and 7.010dBi at respective frequencies of 

11.352GHz, 10.04GHz and 8.4682GHZ. The results are simulated in CST Studio Suite software. 
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Paper Title: Improving Iris Recognition Performance using Local Binary Pattern and Combined RBFNN 

Abstract:  Biometric is constantly evolving technology due toincreased concerns in security. It exploits discriminable 

behavioral or physiological characteristics to identify a legitimate individual. The physiological features like DNA, 

Iris, Retina, Palm print, face, Ear, Fingerprint and Hand geometry etc. are being extensively used as biometric features 

to discriminate among different individuals. Iris recognition is a challenging problem, because iris is distinct and 

intrinsic organ, which is externally visible and yet secured one. It is well protected by the eyelid and the cornea from 

environmental damage. Our primary focus is to develop reliable system and increase the iris recognition rate on 

CASIA iris dataset. In this paper, a novel texture features are derived from iris images using histogram of Local 

Binary Pattern (LBP) and the Neural Network based classifier, namely Radial basis function networks is implemented 

for classification. Before feature extraction, pre-processing of iris images is performed including iris localization, 

Segmentation and Normalization. The proposed system give high recognition rate of 93.5% on CASIA iris dataset 

compared with other methods. 
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Paper Title: Swimmer Bars as Shear Reinforcement in Reinforced Concrete Flat Slabs 

Abstract:   Punching shear failure takes the form of a truncated pyramid or truncated cone. A counteract steel cage 

truncated pyramid using swimmer bars will generate four inclined planes intercepting at perpendicular angles 

approximately the four inclined planes of the failure The swimmer bars themselves are a new type of shear 

reinforcement; these are short inclined bars welded to the steel rectangles forming the base and the top of the truncated 

steel cage pyramid. The number of steel cages needed depends on the thickness of the concrete plate, the grade of the 

concrete, and the size of the punching shear force. The results obtained from testing proved the effectiveness of this 

new system. The slope of swimmer bars may be used an extra parameter to force more than one steel cage truncated 

pyramid to resist punching shear force. The number of truncated pyramid-crack interceptor may be increased for 

heavy punching shear forces. The main advantage of this new system will enable the designers to use slabs with 

uniform economical thickness.  
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Paper Title: Design and Fabrication of Black Box for Automobiles 

Abstract:    The research paper is been developed in order to record informational data, such as engine, vehicle speed 

and its temperature, etc. to revolutionize the field of motor vehicle accident investigation. It can be also used for 

vehicle mapping and accident alert with the help of GPS and GSM technology. This paper is designed with the use of 

embedded systems. Embedded systems are playing important role in our lives every day, even though they might not 

necessarily be visible. An embedded system can be defined as a control system or computer system designed to 

perform a specific task and also be defined as a single purpose computer. Some of the embedded systems we use every 

day are menu control system on television, the timer in a microwave oven and so on with some amount of intelligence 

built-in. An embedded system contains at least one microprocessor which performs the logic operations for the system. 

Many embedded systems use one or more microcontrollers, in the type of microprocessor that emphasizes self-

sufficiency and cost-effectiveness, instead of a general-purpose microprocessor. A typical microcontroller contains 

sufficient memory and interfaces for simple applications. This device is  used to identify that flow of information at 
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the near-crash situation the information so obtained are of immense use to diagnose the causes of impending accident 

that gives subtle information for a crime investigation. Also with the introduction of this novel designs there is an 

ample scope to distinguish the erring drivers from the rest. Presently the most manufacturers of automobiles have 

introduced a good number of safety devices and in conjunction with safety devices, this device articulated by the 

present researcher may complements the entire safety mechanism thoroughly. In India the introduction of this device 

in the novel and innovative attempt by the researcher. 
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Paper Title: Mechanical Characteristics and Analysis of Composite Leaf Spring Reinforced With Aluminum 

Abstract:     The objective of this paper is to present a composite material as an alternative to conventional steel leaf 

spring. The subject gives a brief look on the suitability of composite leaf spring on vehicles and their advantages. 

Efforts have been made to replace the composite leaf spring to that of steel leaf spring, without affecting the properties 

and strength. Modeling and analysis is carried by CATIA V5 and static analysis of a 3D model is performed in 

ANSYS 13.0 software.The design constraints are stress and deflection. The result shows that composite leaf spring 

reinforced with aluminium has better strain energy storage capacity suitable for suspension and large displacement 

which increase the failure duration than the conventional steel leaf spring.  
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Paper Title: Callback Authentication: A User Authentication Technique for Better Security 

Abstract:     a user can get access to its account only by means of username and password in this sense the security of 

user account is only dependent on the password of user. Hence it is important that user should keep his/her password 

confidential. In many systems people select their username and text passwords when registering accounts on a website. 

The matter becomes worse when users would choose easy-to-remember passwords (i.e., weak passwords) even if they 

know the passwords might be unsafe. Therefore, it is important to take human factors into consideration when 

designing a user authentication protocol. In “callback authentication system” the user's registered cell phone number 

has been efficiently used for user authentication  
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Paper Title: The Selection of Mesh in Networks 

Abstract:      The mesh network structure is vastly implemented in Multi-computers and networks for parallel and 

distributed computing. In mesh network each computer or processor have maximum of four neighbors. This kind of 

architecture is implemented in dedicated supercomputers. But, the problem occurs when it comes to the practical 

implementation in networks. In networks each computer is connected to each other. In this we implement an algorithm 

to make the mesh network more efficient. The efficient mesh structure is possible in between the best nodes in a 

network. The proposed algorithm in this mesh network is AGMS ie., Adaptation Genetic Algorithm. 
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Paper Title: Conventional Analysis of Performance of Cooling Tower Used for Industrial Purpose 

Abstract:       Several types of machines and equipment’s that transfer heat from one fluid to other. Cooling tower is 

one of them that transfer heat of high temperature water of heat exchanger to low temperature water and then cooled 

water circulates to heat exchanger again. Cooling tower generate cooled water in large amount and store in a water 

reservoir. If cooling tower is not design properly it can affect the cooling performance. These cooling towers are 

enormous and have various unique specifications depending on the environment that they will operate under and the 

extent to which the owners want to remain efficient and environment friendly. Cooling towers may either use the 

evaporation of water by removing heat  from rest water and cool them near the wet-bulb temperature of air or, in the 

case of closed circuit as dry cooling tower  in which working fluid cool near to the dry-bulb temperature of air. Several 

parameters as Cooling range, Wet bulb temperature, Mass flow rate of water, Tower height, Air velocity through 

tower and many other things that affect the performance of cooling tower. For a good designer all this parameter 

would want to mind for proper designing and functioning of cooling tower. 
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Paper Title: Comparative Analysis of Conventional and Inflatable Seat Belt 

Abstract:   - Cars are increasing day by day on street, that is more and more people of different age groups are using a 

passenger car for transportation. Safety of these occupants is and important aspect of car design, also new safety 

features are becoming more important as awareness of safety and market competiveness of manufacturers is 

increasing. Seatbelts are generally used for restraining occupants during a collision but since long time no innovations 

have been made in this system. Seatbelts also cause various injuries in severe conditions to adults and also to children, 

called seatbelt syndrome (Contusion of anterior abdominal wall caused by lap seat belts, which may produce lumbar 

spine fractures with horizontal splitting of the vertebral body and posterior arch, trauma to bowel, vessels, spleen and 

liver)1. Thus to combat seatbelt syndrome and improve current seatbelt and safety we introduce inflatable seat belts. 

These are a combination of seat belt and airbag which helps distributing force on the body of the wearer to a greater 

area during collision, thus preventing localization of forces causing organ damage. It also can be used where using air 

bags is not possible and they are cheaper in operation and maintenance than airbags. This paper investigates the 

difference between the regular seatbelts and inflatable seatbelts by finite element analysis using ANSYS  
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Paper Title: Mobile Voting Using Finger Print Authentication 

Abstract:   - In today's world due to advance technology and rapid growth of mobile technology the old voting 

methods can be changed to the advanced technology. The Mobile voting system provides an convenient, easy and 

efficient way to vote. This guarantees  a safe and efficient way of voting. This research paper provides the 

specification and requirements for Mobile Voting which is on Android platform. Mobile voting means voting from an 

android device. The Android is used to develop the application  
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Paper Title: Semiconductors, Diodes, Transistors and Applications 

Abstract:    This paper presents and reviews the Semiconductors , Diodes , Transistors to show how can we use these 

electronic devices in important applications  
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Paper Title: 
Influence of the Type of Iron Powder on the Tensile Strength of Iron Carbon Powder Materials 

Alloyed with Cooper 

Abstract:     In the present study the influence of the monitored type iron powder, and the process of sintering in the 

presence of a liquid phase on the tensile strength of the powder metallurgical samples of the system Fe-C-Cu. 

Research samples are subjected made of three types of iron powders – ASC 100.29, SC 100.26 and NC 100.2. Thereto 

is added of 0,2 to 0.8% carbon and 2.5% copper.  After sintering the measured density of the samples in the range of 

6,20 ÷ 7,00g/cm3. Are presented graphics, amending the tensile strength of the samples depending on their density and 

the concentration of copper and carbon in the iron matrix.   
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Paper Title: Experimental Investigation of Performance of Single Cylinder Diesel Engine Using Various Blends 

Abstract:  Fast depletion of fossil fuel, rapid increase in the price of petroleum products and harmful exhaust 

emission from the engine jointly created renewed interest among researchers to find out suitable blend. In the present 

study of 4 stroke single cylinder diesel engine which was  tested with three different blends. In the first case, Diesel-

Kerosene blend (with 5% to 20% by volume), in the second case Diesel-Methanol blend (with 5% to 20% by volume) 

and in the third case Diesel-Ethanol blend (with 5% to 20% by volume) along with diesel was tested at constant engine 

speed of 2200 rpm. Different engine exhaust emission such as Carbon Monoxide (CO) and Carbon Dioxide (CO2) 

were compared with Diesel. Using diesel-kerosene blend, exhaust emissions from diesel engine were more as 

compared to pure diesel. For Diesel-Methanol blend value of %CO was reduced at any mixing ratio i.e. the fuel 

combustion is proper and more CO was gets converted into CO2. For Diesel-Ethanol blend value of %CO was 

reduced at any mixing ratio i.e. the fuel combustion was proper and more CO was gets converted into CO2..  %CO 

was reduced by 57.14% as compared to Diesel for D20E. The performance characteristics of the blends were also 

compared with Diesel. For Diesel-Kerosene blend the fuel consumption was lower as compared to the Diesel and the 

lowest fuel combustion was observed for the 10% Kerosene blend. For Diesel-Methanol blend the fuel consumption 

was increases for all the mixing ratio and highest fuel consumption was observed for the 20% Methanol blend and for 

Diesel-Ethanol blend the fuel consumption was lower as compared to the Diesel and the lowest fuel consumption was 

observed for the 20% Ethanol blend.   
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Paper Title: Architecture and Design of 4x4x4 NOC for Multicore SOC 

Abstract:   Network on Chip (NoC) architecture provides a good way of realizing efficient Interconnections in 165-167 



multiprocessors. 3D NoC uses a mesh topology with wormhole switching and stall-go flow control scheme. It 

improves scalability, diminished concurrent communication, and low power consumption. NoC communication is 

realized by data packets and forwarded among the network which routes according to Look-Ahead-XYZ routing 

algorithm (LA-XYZ). The proposed paper focuses on design and verification of 4x4x4 3D NoC. The proposed 3D 

Network on Chip is designed in VHDL language at RTL level and verified on Xilinx using ISE 14.1 tools. The 

targeted device is FPGA Virtex-6 XC5VLX30.The minimum input arrival time before clock and maximum output 

time required time after clock is estimated as 13.094 ns and 10.107 ns respectively. 
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Paper Title: Enhanced QoS Control Mechanisms for Distributed Multimedia Applications 

Abstract:    Distributed multimedia applications make use of high-speed networks to transmit data packets and the 

processing is done at the end-systems. In such an integrated multimedia environment where assured quality of service 

is to be delivered to the clients and high availability predictability reliability and timeliness is required. To provide 

seamless quality of service support and data stream control in a truly end-to-end fashion the need for integration of 

network and transport service arises. An appropriate control mechanism support is required for unified processing and 

communication of continuous multimedia data streams. 
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Paper Title: Environmental Flows Assessment by Drought Analysis 

Abstract:     Environmental Flows (EFs) have been accepted as one of the most important factors deciding the 

survival of a river. This concept is fairly well understood in few developed countries however, in developing countries 

like India, EFs consideration in river water resource development and management poses great challenges. In this 

paper, EFs variability was estimated using Tennant’s method, Hughes and Munster method and further comparing it 

with drought severity of study area using SPEI (Standardized Precipitation Evapotranspiration Index). The computed 

values further helps to establish a link between EF and drought severity and as a results helps to assess the health EF 

condition of the river basin. The estimated results could be used in future water resource and river health assessment in 

the basin. . 
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Paper Title: Using Support Vector Machines for Direct Marketing Models 

Abstract:      This paper presents a case study of data mining modeling for direct marketing, based on support vector 

machines. We address some gaps in previous studies, namely: dealing with randomness and 'lucky' set composition; 

role of variable selection, data saturation, and controlling the problem of under-fitting and over-fitting; and selection of 

kernel function and model hyper-parameters for optimal performance. In order to avoid overestimation of the model 

performance, we applied a double-testing procedure, which combines cross-validation, and multiple runs. To illustrate 

the points discussed, we built predictive models, which outperform those discussed in previous studies.  
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Paper Title: Thermal Model for Prediction of Deposition Dimension of a Deposited Nickel Superalloy 

Abstract:    Reduction of the final cost of products, complexities of the geometry of the products, as well as speed of 

the productions are some of the reasons for using rapid prototyping methods in material fabrication processes. Rapid 

prototyping enables the user to make near net-shape products. Having a good understanding of the thermal history is 

one of the main challenges of the materials made by rapid prototyping methods. Since the final product is gradually 

made under a continuous process, a small area can be heated multiple times during different passes of depositions. A 

series of heating and cooling (with different rates) cycles can importantly affects the microstructural evolution and the 

chemical compositions (in the case of alloys). In this paper, a finite-element-based thermal model for the 

manufacturing of nickel-based superalloy on a steel substrate heated by a laser source was developed using COMSOL 

multiphysics software. The model was assessed based on measuring and comparing the depth and width of the molten 

with the reported values in the literature. The model results were in good agreement (maximum error of 16%) with the 

experimental results available in the literature. It was concluded that the developed thermal model can be used for the 

optimization of the used parameters in the manufacturing process in order to get the desired properties. 
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Paper Title: Evaluation of Hot Asphalt Mixtures Containing Reclaimed Asphalt Pavements 

Abstract:     The conventional method of providing bituminous surfacing on flexible pavements require significant 

amount of energy for production of bituminous mix at hot mix plant.  Due to economical reasons and the need for 
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environmental conservatism, there has been an increasing shift towards the use of reclaimed asphalt pavement (RAP) 

materials in the pavement construction industry. Hot mix recycling is the process in which RAP materials are 

combined with new materials to produce hot mix asphalt mixtures. The amount of the added reclaimed asphalt 

depends on mineral materials and their homogeneity. The main objective of this paper is to investigate the use of a 

homogeneity reclaimed asphalt pavement in the pavement industry in Egypt evaluating the effects of partial and total 

replacements of aggregates by RAP on the mechanical and volumetric response of dense-graded HMA mixtures.  

Laboratory studies were carried out on asphalt mixes with RAP material and their performance was compared with 

virgin asphalt mixes. Various performance tests such as indirect tensile strength, resilient modulus, absorbed energy 

and wheel tracking test were carried out. In addition the effect of moisture damage or stripping on strength of RAP 

mixtures was investigated. Moreover an economic study was achieved to determine the saving in cost of materials due 

to using RAP in HMA.  The laboratory results indicated that when properly designed, the asphalt mixes with RAP 

especially at 50% to 100% replacement ratio provided better performance compared to those of new conventional 

HMA mixtures. While cost analysis showed at least 45-64% savings in material cost related expenses. 

 

Keywords:    Reclaimed asphalt pavement, Mechanical properties, Moisture Susceptibility, Indirect Tensile Strength,  

Marshall Stability,  Rutting.  
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Paper Title: Mechanical and Degradation Properties of Castor Oil-Based Polyurethane 



Abstract:      Castor oil based polyurethanes (PU) with different degradation and mechanical properties have many 

applications both in industry and medicine. In this study, polyethylene glycol (PEG), castor oil (CO) and 1, 6 -

hexamethylene diisocyanate (HDI) were used for synthesis of different kinds of vegetable oil based polyurethanes. 

Five different chemical compositions of PU with different molar ratios of PEG, CO, and HDI were prepared and 

casted as solid and porous samples. The samples were then characterized by Fourier transform infrared spectroscopy, 

dynamic mechanical thermal analysis, and differential scanning calorimetry. Changes in mechanical properties, 

degradation rate, density, and contact angle were also studied. The results showed that degradation and mechanical 

properties were related to the ratio of castor oil to polyethylene glycol which made these properties controllable. These 

properties were also affected by the porosity, as storage and loss moduli were decreased and degradation rate was 

increased in porous samples compared to those of solid ones. 
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Paper Title: Extracting Graphical Information from Arabic e-Documents for Visually Impaired People 

Abstract:       Information graphics play a crucial role in a variety of multimodal documents, especially when the 

concern is about Arabic language which is widely used by many people in the world for communication. Alas, visually 

impaired people who utilize screen reader software's to steer through such electronic documents have restricted access 

to the graphics. This research work facilitates blind users to put on access to information graphics that materialize on 

web pages of Arabic websites and electronic documents. The interface is put into operation as a browser adjunct that 

instigate by a key hit combination. The result of this research work is a textual synopsis of the graphic, the basic 

content of which is the hypothesized message of the graphic creator. The textual synopsis of the graphic is then 

passing on to the end user by screen reader software. The carried work has the following benefits 1) not entails any 

action on the side of the website developer, and 2) giving the end user with the message that individual can gain the 

knowledge from viewing the graphics. Overall this work results in a system interface which is easy to handle and an 

effective way of communicating the informational content of graphics to the visually impaired people in Kingdom of 
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Saudi Arabia. 
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Paper Title: Modeling and Simulation of Industrial SCARA Robot Arm 

Abstract:   Many industrial applications needed inelegant robot, especially with trajectory processing for movement 

and pressing things with very accurate points. This paper presents study of Adaptive Neuro Fuzzy Inference Scheme 

(ANFIS) for Selective Compliant Assembly Robot. Detail description of a Four degrees of freedom (DOFs) 

mathematical model of an industrial-application SCARA robot with three (shoulder, elbow, wrist) controlled by servo 

motors and one pneumatics. DC servomotor driving each of the robot-arm joint is modeled and analytical inverse 

kinematic problem (IKP) and the forward kinematic solution by D-H parameters. Neural networks with fuzzy logic 

controller (FLC) select the proper rule base through the RBFNN algorithm as inelegant controller for driving the robot 

with specific trajectory and apply specific handling processing suitable with certain job. The simulation of 

mathematical model is done by using Matlab Ver. 2014a, satisfactory results was obtained proved the implement of 

the system design as practical implement with accurate industrial application. 
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Authors: Youness El Hammami, Mohamed El Hattab, Rachid Mir, Touria Mediouni 

Paper Title: 
Numerical Study of Natural Convection of Nanofluid in a Square Enclosure in the Presence of the 

Magnetic Field 

Abstract:    This article reports a numerical study on natural convection in an enclosure that is filled with a water–Cu 

nanofluid and is influenced by a magnetic field. Side walls are the heated surfaces (hot and cold walls). Top and 

bottom walls of the cavity are assumed to be adiabatic. Theoretical models of Maxwell–Garnetts (MG) and Brinkman 

are employed to predict the thermal conductivity and viscosity of the nanofluid respectively. The transport equations 

for continuity, momentum and energy are solved with finite volume approach using the SIMPLE algorithm. This study 

is carried out to predict the effect of Rayleigh number, Hartmann number and the solid volume fraction of 

nanoparticles on the flow and heat transfer rate. Results show, There is an opposite effect of Ra and Ha on flow 

regime, by increasing the magnetic force (higher Hartmann number), the conduction heat transfer becomes the 

dominate mechanism in heat transfer; this increment causes thermal dissipation in the flow of nanofluid to be 

enhanced. When the Rayleigh number is high and the Hartmann number is low, the streamlines and isotherms are 

distributed strongly in the enclosure domain and the heat is transferred due to convection. 
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Paper Title: Investigation on Wideband E-Shaped Microstrip Patch Antenna with Dielectric Superstrate 

Abstract:     This paper describes the effect of the superstrates on bandwidth and gain of E-shaped microstrip patch 

antenna without superstrate and loaded with dielectric superstrates. It is found that there is a degradation in the 

performance of the antenna when the superstrate is touching the patch antenna i.e its height above the patch antenna 

(H) =0 mm.  Further, it is also observed that the degraded performance characteristics of the patch antenna can be 

improved by placing the superstrates at optimum height (H) =Hopt. The microstrip patch antenna without dielectric 

superstrate has an impedance bandwidth of 0.17GHz (SWR  2) at 2.04 GHz, gain is 8.67 dB and return-loss is -19.95 

dB.  When the superstrate is placed touching the patch antenna, the resonant frequency is reduced to 1.59 GHz from 

2.04 GHz and bandwidth is reduced 0.15 GHz (SWR ≤ 2) at 1.59 GHz, gain is decreased by about 0.92% (0.08 dB) for 

Ԑr=  2.2 to 39.5% (3.47 dB) for Ԑr= 10.2. As the height of the superstrate is increased, the performance of the patch 

antenna improves and at a particular optimum height the gain for all the superstrates will be closer to the free space 

radiation conditions of the patch antenna without superstate. But the resonant frequency decreases with increase in Ԑr2. 

The variation in the return-loss for H = Hopt. is within ± 1.5 dB of the free space radiation condition for all the 

dielectric constant of the superstrate and it is within acceptable limits. The bandwidth improves (12%) for Ԑr2 up to 

4.8. However, the bandwidth decreases for Ԑr2= 10.2. There is a good agreement between simulated and measured 

results. 
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Paper Title: A Web-based Parallel Implementation to Classify Multiclass Large Datasets 

Abstract:      Last few years are witnessed for growing the interest in Web-based Applications. Web applications 

typically interact with a back-end database to retrieve data to the user as dynamically generated output.  In our work, 

an application is built for classification data sets, especially multi class large data sets, using parallel algorithm PMC-

PBC-SVM. Our proposed application presents a general framework for data preprocessing, classification, and 

prediction. Our application gives an easy and interactive visual interface for classification multi class large data sets 

which will be useful for both technical and non-technical users.  
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References: 
1. Stuart Andrews, Ioannis Tsochantaridis and Thomas " Support Vector Machines for Multiple-Instance Learning " ww.robots.ox.ac.uk. 

2. C. Cortes, and V. Vapnik. Support-vector networks. Machine Learning, 1995. 
3. Rajendran. Paralle Support Vector Machines for Mulicategory Classification of Large Scale Data. Dissertation, University of Southern 

Mississippi, 2007. 

4. Rabie Ahmed, Adel Ali, Chaoyang Zhang. SMC-PBC-SVM: A parallel implementation of Support Vector Machines for data classification. 
Conference on Parallel and Distributed Processing (PDPTA 2012).  

5. Rabie Ahmed, Mohammed Al-shomrani, “ Two Level Parallelism Implementation to Classify Multiclass Large Datasets”, Oriental Journal of 

Computers Science & Technology, 2014.  
6. Eibe Frank, Mark Hall , Len Trigg, Geoffrey Holmes , and Ian H. Witten  " Data Mining in Bioinformatics using Weka" Frank-etal-

bioinformatics Journal. 

245-248 



7. CHRISTOPHER J.C. BURGES "Data Mining and Knowledge Discovery", 2, 121–167 Kluwer Academic Publishers, Boston. Manufactured 

in The Netherlands. 
8. Bryan Catanzaro , Narayanan Sundaram Kurt Keutzer, "Fast Support Vector Machine Training and Classification on Graphics Processors" 

http://parlab.eecs.berkeley.edu/ 

9. GLENN M. FUNG , O. L. MANGASARIAN," Multicategory Proximal Support Vector Machine Classifiers "  Machine Learning, 59, 77–97, 

2005 2005 Springer Science + Business Media, Inc. Manufactured in The Netherlands. 

10. Rong-En, FanKai-Wei ,ChangCho-Jui ,HsiehXiang-Rui, WangChih-Jen Lin " LIBLINEAR: A Library for Large Linear Classification” The 

Journal of Machine Learning Research 
11. Paul Pavlidis1, Ilan Wapinski  and  William Stafford "Support Vector Classification for the web" Bioinformatics 2004. 

46. 

Authors: Aneesh G Nath, Sreeram G, Sharafudeen K, Sreeraj M C 

Paper Title: Image Denoising based on Sparse Representation and Dual Dictionary 

Abstract:       Learning-based image denoising aims to reconstruct a denoised image from the prior model trained by 

a set of noised image patches. In this paper, we address the image denoising problem, where zero-mean white and 

homogeneous Gaussian additive noise is to be removed from a given image. Image denoising method via dual-

dictionary learning and sparse representation consists of the main dictionary learning and the residual dictionary 

learning to recover denoised image. The approach taken is based on sparse representations over trained dictionaries. 

Using the K-SVD algorithm, we obtain a dictionary that describes the image content effectively. Using the corrupted 

or noised image primary main dictionary training is done. Since the K-SVD is limited in handling small image 

patches, we extend its deployment to arbitrary image sizes by defining a global image prior that forces sparsity over 

patches in every location in the image. We provide a residual dictionary learning phase which leads to a simple and 

effective denoising mechanism. This leads to a better denoising performance, and surpassing recently published 

leading alternative denoising methods. Extensive experimental results on test images validate that by employing the 

proposed two-layer progressive scheme, more image details can be recovered and much better results can be achieved 

in terms of both PSNR and visual perception. 
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A High Performance and Small Sized Four-Fold Microstrip Hairpin Line Bandpass Filter at 2.250 

GHz for Communication Systems 

Abstract:  The contents of this technical paper is presented  a new class of multi-folded hairpin line microstrip 

bandpass filter with improved performance, low cost and great  reduction (60-65%) in size compared to a conventional 

hairpin line bandpass filter.The expected frequency responses have been simulated/optimized  by using The Agilent-
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make ADS/IE3D-Zealand  softwares. The measured results are very close to the simulated/optimized results.  
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Abstract:   A dual U-slot Microstrip patch antenna for WLAN & WI-MAX applications is presented. The proposed 

antenna is designed using FR4 substrate having dielectric constant 4.4 and fed through 50 ohm Microstrip line. The 

patch antenna is designed and simulated in CST microwave studio. The proposed antenna generates the three 

frequency bands 2.431GHz, 5.16GHz 5.518GHz for WLAN and Wi-MAX .The measured results demonstrate that the 

proposed antenna has appreciable bandwidth, return loss, VSWR and radiation pattern is thus suitable for WLAN and 

Wi-MAX applications. The return loss of antenna are -12.831dB, -24.65dB,-35.74dB and bandwidth 2.18%, 1.9%, 

4.7%. Which suggest good antenna performance. 
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